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Abstract

The increasing availability of  educational data has created new opportunities to apply machine learning (ML) for predicting stu-
dent outcomes, particularly in STEM disciplines where early identification of  academic risk is essential for improving retention 
and performance. This study investigates the use of  supervised ML algorithms to predict final exam performance in undergradu-
ate biology courses, leveraging earlier assessment scores—Exam 1, Midterm, and Exam 3—as predictive features. The dataset 
comprises 500 student records drawn from five biology courses (BIOL150, BIOL210, BIOL310, BIOL330, and BIOL499), represent-
ing a spectrum of  instructional levels from introductory to advanced capstone experiences. Four ML models were implemented and 
compared: Linear Regression, Random Forest, Support Vector Regressor (SVR), and XGBoost. These models were evaluated using 
standard regression metrics, including Mean Absolute Error (MAE), Root Mean Square Error (RMSE), and R². Among baseline 
models, Linear Regression demonstrated the highest explanatory power (R² = 0.39), while tree-based models showed competitive 
performance and further improvement after hyperparameter tuning. Feature importance analysis using both tree-based measures 
and SHAP (SHapley Additive exPlanations) values revealed that Midterm and Exam 3 scores were consistently the strongest predic-
tors of  final exam performance, whereas Exam 1 had lower predictive influence. The findings suggest that mid-course assessments 
provide a valuable window for identifying students at risk of  underperformance, allowing for timely, targeted interventions. The 
use of  interpretable ML models further enables actionable feedback for educators, aligning predictive outcomes with pedagogical 
decisions. By focusing specifically on biology—a domain underrepresented in educational data mining—this study contributes a 
subject-specific framework for academic early warning systems. The results support broader adoption of  data-driven approaches 
in higher education and provide a scalable model for integrating predictive analytics into biology instruction and curriculum plan-
ning.
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Student outcome forecasting, SHAP interpretability, Academic early warning systems, Predictive modeling in higher education, 
interpretable machine learning, course-level analytics, STEM retention. 

This is an Open Access article distributed under the terms of  the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0/), which 
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. 

Published in the United States of  America
https://www.atlas-publishing.org



1. Introduction

Predicting student performance is a cornerstone of  modern educational re-
search, particularly as institutions strive to foster academic success and improve 
retention rates. Early identification of  at-risk students provides opportunities 
for timely intervention, allowing educators to tailor instructional strategies and 
support systems to individual learner needs. In the context of  higher educa-
tion, such predictions have far-reaching implications for improving learning 
outcomes, personalizing instruction, and optimizing institutional resources 
(Romero and Ventura, 2020).

In recent years, the interdisciplinary field of  Educational Data Mining 
(EDM) has gained momentum, leveraging machine learning (ML) techniques 
to extract actionable insights from educational datasets. These approaches have 
been applied to predict academic achievement, detect disengagement, and per-
sonalize learning pathways (Ahmad et al., 2015; Baker et al., 2016; Costa et 
al., 2017; Roy and Garg, 2017; Dutt et al., 2017; He et al., 2018). Supervised 
learning methods such as decision trees, support vector machines, and neural 
networks have shown effectiveness in modeling student success and dropout 
risk (Aman et al., 2019), while unsupervised clustering has been used to group 
learners by behavioral patterns. Moreover, recent developments in natural lan-
guage processing (NLP) and reinforcement learning have enabled advanced 
applications in adaptive learning and real-time feedback systems (Aggarwal et 
al., 2024).

Despite these advances, many applications of  EDM have focused on general 
academic contexts or quantitative STEM fields like mathematics, engineering, 
and computer science (Elbadrawy and Karypis, 2016; Huang and Fang, 2013). 
In contrast, biology education remains underrepresented in predictive model-
ing research, even though it presents distinct pedagogical challenges. Biology 
courses often require both conceptual understanding and practical laboratory 
skills, delivered in a hierarchical progression from introductory principles to ad-
vanced applications. Success in these courses is contingent upon a solid founda-
tion in earlier topics, which can compound difficulties as students’ progress.

Traditional academic support systems in biology—such as manual grade 
tracking or reactive feedback—often fail to detect struggling students until after 
critical assessments, such as final exams. These methods are insufficient for scal-
able, real-time intervention and may miss key opportunities to support learners 
during pivotal moments in the course. Furthermore, most existing models fail 
to incorporate domain-specific variables, such as exam scores from biology top-
ics, which are more indicative of  students’ evolving understanding than generic 
features like overall GPA or attendance (Badr et al., 2016).

To address these limitations, this study applies multiple ML algorithms to 
predict final exam performance based on prior assessment scores (Exam 1, Mid-
term, and Exam 3) in a series of  biology courses: BIOL150 (Principles of  Biolo-
gy I), BIOL210 (General Botany), BIOL310 (Principles of  Genetics), BIOL330 
(Microbiology and Immunology), and BIOL499 (Senior Capstone Experience). 
These courses span a range of  complexity and learning outcomes, from foun-
dational knowledge to advanced synthesis and application.

The primary objective of  this research is to apply machine learning tech-
niques to predict final exam performance among undergraduate biology stu-
dents using data from earlier assessments, including Exam 1, Midterm, and 
Exam 3. By doing so, the study aims to identify students at risk of  underper-
forming early in the academic term, thereby enabling instructors and academic 
support teams to implement timely and targeted interventions. Early prediction 
not only supports more efficient allocation of  resources but also empowers edu-
cators to personalize instruction and improve learning outcomes. Furthermore, 
this work seeks to demonstrate the viability and effectiveness of  scalable, data-
driven tools that can be integrated into undergraduate STEM education to en-
hance academic planning and decision-making processes.

Beyond its practical objectives, this study makes several novel contributions 
to the field of  educational data mining. First, it offers subject-specific insights 
by applying machine learning algorithms within the context of  biology edu-
cation—a domain that has received comparatively less attention in predictive 
modeling research. Second, it provides a comparative evaluation of  multiple 
machine learning (ML) algorithms, including Linear Regression (LR, Ken-
ney and Keeping, 1962), Random Forest (RF, Breiman, 2001), Support Vector 
Machines (SVM, Cortes and Vapnik, 1995), and Gradient Boosting (XGBoost, 
Chen and Guestrin, 2016), allowing for a nuanced understanding of  their 
respective strengths and limitations in educational contexts. Third, the study 

delivers actionable analytics by linking model predictions to pedagogical strate-
gies, thereby moving beyond mere forecasting to inform real-world educational 
practice. Finally, the methodological framework developed in this research is 
inherently scalable and can be adapted to other STEM disciplines or courses 
with similar assessment structures, broadening its applicability and impact.
Collectively, these aims and contributions position the study at the intersection 
of  data science and discipline-specific pedagogy. By demonstrating how predic-
tive analytics can be used not only to forecast academic outcomes but also to 
inform teaching strategies and support systems, this research addresses key gaps 
in both the educational data mining literature and the practical realities of  un-
dergraduate biology instruction.

2. Methodology

2.1 Dataset Description

This study draws on data collected from five undergraduate biology courses 
spanning a progression from foundational to advanced topics. The courses—
BIOL150 (Principles of  Biology I), BIOL210 (General Botany), BIOL310 (Prin-
ciples of  Genetics), BIOL330 (Microbiology and Immunology), and BIOL499 
(Senior Capstone Experience)—represent key milestones in the biology cur-
riculum, providing a comprehensive sample of  students at various academic 
levels. A summary of  these courses, including content and annual enrollment, 
is presented in Table 1.

The dataset consists of  500 anonymized student records, with 100 students 
sampled per course. Each record includes individual scores from Exam 1, Mid-
term, Exam 3, and the Final Exam (Exam 4). These assessments are structured 
to evaluate students’ cumulative understanding of  course material, with Exam 
1 typically testing early foundational concepts, Midterm covering intermediate 
topics, and Exam 3 focusing on more advanced content. The Final Exam is 
comprehensive in scope and serves as the primary target variable for prediction. 
Additional contextual features such as student demographics or attendance 
were not included in this version of  the analysis, although they may offer ad-
ditional predictive power in future studies (Costa et al., 2017).
The grade distributions across courses vary, reflecting differences in course diffi-
culty and learning expectations. For example, students in BIOL499, a research-
intensive capstone course, tend to show higher consistency in performance, 
whereas foundational courses like BIOL150 display greater variability. This 
diversity in the dataset provides a robust foundation for predictive modeling, 
allowing algorithms to generalize across multiple levels of  content complexity 
and student ability.

2.2 Feature Selection

The model features were selected based on their pedagogical relevance and 
their potential to serve as reliable indicators of  student learning progression. 
The three input variables used are Exam 1, Midterm, and Exam 3 scores. These 
exams are typically spaced throughout the semester and collectively assess stu-
dents’ grasp of  course content at multiple stages. Prior research has shown that 
such performance-based features are valuable predictors in educational models, 
particularly when structured assessments are used to monitor academic progress 
over time (Huang and Fang, 2013; Aman et al., 2019).

The output variable for all predictive models is the Final Exam (Exam 4) 
score. As a cumulative measure of  course mastery, the final exam provides a 
valid target for evaluating students’ overall performance and readiness to ad-
vance in the curriculum.

2.3 Machine Learning Models

To evaluate the potential of  machine learning for predicting final exam 
performance, this study implemented and compared four supervised regression 
models. Each model was selected based on its strengths in handling educational 
data and its balance between interpretability and predictive performance.

Linear Regression was used as a baseline model to quantify the linear rela-
tionship between input features and the final exam score. Due to its simplicity 
and transparency, linear regression is often favored in educational contexts for 
its interpretability by instructors and stakeholders (Badr et al., 2016).

Random Forest Regression, an ensemble-based method that aggregates 
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multiple decision trees, was employed to capture complex, non-linear relation-
ships among features. It is particularly effective at modeling feature interactions 
and is robust against overfitting when tuned appropriately (Breiman, 2001).

Support Vector Regression (SVR) was selected for its ability to model both 
linear and non-linear relationships in high-dimensional feature spaces. SVR 
works by finding the optimal hyperplane that minimizes error within a specified 
margin, making it suitable for datasets with complex and less obvious feature 
patterns (Cortes and Vapnik, 1995).

Finally, XGBoost (Extreme Gradient Boosting) was included due to its supe-
rior performance in many regression tasks involving structured data. XGBoost 
builds trees sequentially, correcting errors from prior iterations, and includes reg-
ularization parameters that improve model generalizability (Chen and Guestrin, 
2016). Its speed and predictive accuracy have made it a popular choice in educa-
tional data mining competitions and real-world deployments.

Together, these four models provide a comprehensive basis for evaluating 
how different algorithmic strategies perform in predicting final biology exam 
outcomes.

2.4 Evaluation Metrics

Model performance was assessed using three standard regression metrics: 
Mean Absolute Error (MAE), Root Mean Square Error (RMSE), and R-squared 
(R²). MAE offers an intuitive measure of  average prediction error, treating all 
deviations equally. RMSE penalizes larger errors more heavily, making it useful 
when outliers are particularly impactful in decision-making. R², or the coeffi-
cient of  determination, quantifies the proportion of  variance in the dependent 
variable that is explained by the model, providing an overall measure of  model 
fit (Geron, 2019). The combination of  these metrics allows for a balanced assess-
ment of  both accuracy and explanatory power across models.

2.5 Tools and Frameworks

All analyses were conducted using Python 3.11 (Van Rossum and Drake, 
1995), leveraging several open-source libraries tailored for machine learning 
and data analysis. Scikit-learn (Pedregosa et al., 2011) was used for model train-
ing, cross-validation, and performance evaluation, offering consistent APIs 
across all models. Pandas (McKinney, 2010) and NumPy (Harris et al., 2020) 
were employed for data manipulation and feature engineering. XGBoost, an 
optimized gradient boosting framework, was used for high-performance model 
training. Matplotlib (Hunter, 2007) and Seaborn (Waskom, 2021) were utilized 
for data visualization, including distribution plots, correlation heatmaps, and 
feature importance graphs. Jupyter Notebook (Kluyver et al., 2016) was used 
as the interactive environment. These tools collectively ensured reproducibility, 
flexibility, and scalability throughout the research workflow. 

3. Results

4.1 Descriptive Statistics and Distribution of  Scores

The dataset comprised 500 student records across five undergraduate biolo-
gy courses: BIOL150, BIOL210, BIOL310, BIOL330, and BIOL499 (Table 1). 
These courses span introductory to advanced content, offering a diverse range 
of  student performance metrics. Descriptive statistics for all assessments—
Exam 1, Midterm, Exam 3, and Final Exam—are summarized in Table 2. 
Scores were generally high across assessments, with mean values clustering in 
the mid- to high-80s. Exam 1 had the highest mean (88.94), while Midterm 
scores were slightly lower on average (85.94).

Visual inspection of  score distributions (Figure 1) revealed moderate right-
skewness, with most students scoring in the 80–100 range, but a small number 
of  low-performing outliers. Notably, Final Exam scores exhibited less dispersion 
than earlier assessments, suggesting performance convergence by the end of  
the course.
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Table 1. Descriptions and enrollment of  undergraduate biology courses included in this study.
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Enrolled/YearCourse DescriptionCourse TitleCourse #
638The study of  the major principles relating to the 

nature of  organisms, with emphasis on molecular, 
cellular, genetic, and evolutionary concepts, and 
with two (2) hours of  lab consisting of  experiments 
on the analysis of  the chemistry of  cellular and 
related materials. Prerequisite: MATH 121  or 
higher level of  MATH.

Principles of  Biology IBIOL150

116An introduction to the morphology, anatomy, 
physiology, reproduction, taxonomy, and ecology 
of  higher plants, fungi, and algae, with two (2) 
hours of  lab consisting of  observation 
interpretation of  the morphology and structure 
relating to the function, identification, and 
adaptation of  higher plants, fungi, and algae. 
Prerequisite: BIOL 200 and BIOL 200L.

General BotanyBIOL210

95A study of  the fundamental concepts and 
principles of  Mendelian genetics, cytogenetics, 
molecular genetics, and the application of  genetic 
technologies, with two-hour laboratory 
experiments and exercises designed to reinforce 
and deepen students’ understanding of  basic 
concepts and principles of  genetics and to provide 
an opportunity to obtain hands-on experimental 
and problem-solving skills. Prerequisite: BIOL 200  
and BIOL 200L.

Principles of  GeneticsBIOL310

88An introduction to the structure, physiology, 
ecology, and immunological host relationships of  
prokaryotes and other microorganisms, with two (2) 
hours of  lab consisting of  applications of  
microbiological and immunological techniques. 
Prerequisite: BIOL 200 and CHEM 141 and 
CHEM 141L and CHEM 161 and CHEM 161L.

Microbiology & 
Immunology

BIOL330

54Senior Capstone Experience is a course involving 
guided scientific research, field studies, and other 
special assignments. The course serves to give 
students guided experience in scientific research. 
Students will be trained to critically review 
literature, design and conduct experiments, and 
present their findings in a research paper and 
presentation. Prerequisite: Senior status or 
instructor permission.

Senior Capstone 
Experience

BIOL499

Final ExamExam3MidtermExam1
500.00500.00500.00500.00Count
88.3488.0985.9488.94Mean
10.8612.6911.4812.13Std
0.000.0023.500.00Min
84.0084.0082.0085.9225%
90.0092.0088.1492.4650%
95.5096.0092.2196.0075%
106.00105.00108.00105.00Max

Table 2. Descriptive statistics of  exam scores across all courses.

Figure 1. Distribution of  Exam Scores Across All Courses.
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4.2 Correlation Among Assessments

To explore the relationships between earlier assessments and final exam 
performance, a Pearson correlation matrix was computed (Figure 2). Moder-
ate correlations were observed among all exams. The Midterm exhibited the 
strongest correlation with Exam 1 (r = 0.64) and with the Final Exam (r = 
0.54). Exam 3 showed a slightly higher correlation with the Final Exam (r = 
0.55) compared to Exam 1 (r = 0.49). These values suggest that while prior 
assessments are informative, they do not fully explain Final Exam outcomes, 
supporting the case for more complex predictive modeling.

4.3 Course-Level Performance Trends

When disaggregated by course, substantial variation in student perfor-
mance emerged (Table 3). BIOL210 and BIOL499 had the highest median 
Final Exam scores (96.25 and 93.33, respectively), while BIOL310 displayed the 
widest score spread and the lowest median (82.74), indicating greater difficulty 
or variability in student understanding. These differences are further visualized 
in the Final Exam boxplot by course (Figure 3), where BIOL310 and BIOL330 
displayed greater dispersion and more outliers. The pairplot in Figure 4 further 
underscores the positive, but non-linear, relationships between early assessments 
and Final Exam scores across all courses.

4.4 Baseline Model Performance

Initial predictive modeling using four machine learning algorithms—Linear 
Regression, Random Forest, Support Vector Regressor (SVR), and XGBoost—
produced mixed results (Table 4). Among these, Linear Regression yielded the 
highest R² score (0.39), followed by Random Forest (0.32). SVR and XGBoost 
performed comparatively worse, with R² values of  0.25 and 0.12, respectively. 

Figure 4. Pairwise Scatter and Density Plots of  Exam Scores by Course. 
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Figure 2. Correlation Matrix of  Exam Scores

Figure 3. Final Exam Score Distribution by Course.

Table 3. Course-wise exam performance: Mean, median, and standard deviation.

R2RMSEMAEModel
0.396.815.46Linear Regression
0.327.185.42Random Forest
0.257.525.67Support Vector Regressor
0.128.145.94XGBoost Regressor

Table 4. Baseline model performance metrics.

Final ExamExam3MidtermExam1Course
StdMedianMeanStdMedianMeanStdMedianMeanStdMedianMean
5.4390.0089.2611.4692.0090.6911.7288.0086.3510.2692.0088.47BIOL150
4.8796.2595.285.9893.0092.225.5192.0090.405.9896.0093.82BIOL210
12.5682.7480.9015.6279.0076.4415.1582.0076.9919.3087.0079.43BIOL310
12.3188.3886.1310.6192.0088.805.8088.5087.656.7392.0090.29BIOL330
10.8893.3390.1310.4195.0092.2811.1090.0788.317.1195.0092.69BIOL499
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Model performance is illustrated in Figure 5. While the prediction errors (MAE 
and RMSE) were relatively similar across models, the differences in R² suggest 
variability in explanatory power rather than raw prediction error.

4.5 Tuned Model Performance

Hyperparameter tuning led to notable performance gains for tree-based 
models (Table 5). Both Tuned Random Forest and Tuned XGBoost achieved 
improved R² scores of  0.34 and reduced RMSE values compared to their 
untuned versions. These improvements are visualized in Figure 6, where the 
tuned models nearly matched the baseline performance of  Linear Regression. 
Although the gains were modest, they demonstrate the potential of  tuning to 
optimize non-linear models in educational prediction tasks.
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R2RMSEMAEModel
0.347.075.57Tuned Random Forest
0.347.075.48Tuned XGBoost

Table 5. Performance of  tuned Random Forest and XGBoost models.

Figure 5. Baseline Model Comparison Based on R² Scores.

Figure 6. Model Performance After Hyperparameter Tuning.

Figure 7. Feature Importance According to Random Forest Regressor.

Figure 8. Feature Importance According to XGBoost Regressor.

4.6 Feature Importance and Interpretability

Feature importance was analyzed for both Random Forest and XGBoost 
models (Figures 7 and 8). In both cases, Midterm emerged as the most influen-
tial feature, followed by Exam 3 and then Exam 1. This hierarchy suggests that 
assessments conducted closer to the Final Exam (e.g., Exam 3 and Midterm) of-
fer more predictive power, possibly due to their proximity to the comprehensive 
material assessed at the end of  the course.

Further insights were obtained using SHAP (SHapley Additive exPlana-
tions), which quantifies the impact of  individual features on model output. The 
global SHAP summary plot (Figure 9) confirmed Exam 3 as the top contributor 
to model predictions, followed closely by Midterm. The SHAP beeswarm plot 
(Figure 10) visualizes the effect of  each feature on individual predictions, show-
ing that higher Exam 3 and Midterm scores consistently increased predicted 
Final Exam grades. These visualizations enhance interpretability and support 
actionable use of  the model in real-world academic settings.

Figure 9. Global SHAP Feature Importance Plot (XGBoost). 

Figure 10. SHAP Summary Plot of  Individual Feature Impacts (XGBoost).



118

5. Discussion

This study applied multiple machine learning algorithms to predict un-
dergraduate biology students’ final exam performance based on earlier assess-
ments. The results demonstrate that prior exam scores—particularly Midterm 
and Exam 3—are moderate predictors of  final exam performance, and that 
models such as Linear Regression, Random Forest, and XGBoost can capture 
meaningful patterns in this educational context.

Among the models evaluated, Linear Regression yielded the best overall 
predictive performance (R² = 0.39), with Tuned Random Forest and Tuned 
XGBoost following closely (R² = 0.34). While all models demonstrated relatively 
low root mean square errors (RMSE ≈ 7), the modest R² scores suggest that a 
substantial portion of  the variance in Final Exam scores remains unexplained 
by prior assessments alone. These findings highlight the predictive value—but 
also the limitations—of  relying solely on exam performance for early risk iden-
tification.

The feature importance analyses, including SHAP values and tree-based 
rankings, consistently identified Midterm and Exam 3 as the most influential 
predictors of  Final Exam outcomes. This aligns with pedagogical expectations, 
as assessments closer to the end of  the term are more likely to reflect cumula-
tive understanding and readiness for the final assessment. The consistent lower 
importance of  Exam 1 across models suggests that early performance may 
have limited utility in isolation, reinforcing the need for continuous monitoring 
throughout the course.

Course-level analysis revealed that performance patterns differ substantially 
across courses. For example, BIOL310 exhibited greater score variability and 
a lower median Final Exam score compared to other courses, pointing to dif-
ferences in course complexity, grading practices, or student preparedness. This 
variation further underscores the need for context-aware predictive models that 
account for course-specific characteristics.

These findings have several implications for teaching practice and academic 
support strategies. First, the ability to predict final outcomes using midterm and 
pre-final assessments offers a critical window for early intervention (Zhang et 
al., 2014; Gorddanier et al., 2019). Educators and advisors could use predic-
tive tools to proactively identify students at risk and provide targeted support 
before the end of  the term, such as tutoring, review sessions, or individualized 
feedback.

Second, the use of  interpretable models (e.g., SHAP-enhanced visualiza-
tions) ensures that educators can trust and understand model outputs. Rather 
than functioning as black-box predictions, these insights help instructors see 
why a student is predicted to struggle—whether due to declining trends, incon-
sistencies, or underperformance on specific content areas.

Finally, by implementing such tools at scale—particularly in foundational 
courses like BIOL150—institutions could build robust early alert systems. 
These systems could complement existing retention programs and support 
data-informed decision-making in curriculum design and academic advising.

This study contributes to a growing body of  literature on educational data 
mining (EDM) and predictive modeling in STEM education. Previous studies 
have successfully applied ML techniques to predict student success in domains 
like engineering (Huang and Fang, 2013; He et al., 2028), computer science (El-
badrawy and Karypis, 2016), and mathematics (Aman et al., 2019). However, 
the application of  predictive analytics to biology education remains limited, 
despite the discipline’s complexity and centrality in STEM curricula.

Our findings align with studies that emphasize the predictive power of  in-
termediate assessments (e.g., midterms) over earlier scores (Costa et al., 2017), 
and reinforce calls for feature-aware models that go beyond demographic or 
behavioral data to include content-specific academic indicators. Unlike studies 
that rely solely on black-box models like neural networks, our approach also 
prioritizes interpretability, making it more applicable to real-world educational 
settings.

Moreover, the study adds value by examining course-specific variation, an 
often-overlooked factor in predictive modeling. Biology courses, which combine 
theoretical knowledge with lab-based practical skills, pose unique challenges 
not found in more formulaic disciplines. By focusing on this subject area, the 
study highlights the importance of  domain-specific predictive research within 
the broader EDM community.

Despite promising results, this study has several limitations. The dataset 
includes only performance metrics from exams and does not incorporate ad-

ditional features such as student engagement data, attendance, assignment per-
formance, or demographics. Including these could enhance model accuracy 
and fairness.

Second, the models assume uniform grading standards and exam difficulty 
across instructors and semesters, which may not hold true in diverse academic 
settings. Future studies could explore hierarchical or multi-level models that ad-
just for course- or instructor-level variability.

Finally, the current deployment is based on a single-institution dataset. To 
generalize findings, further validation across multiple universities, biology sub-
disciplines, and institutional types is recommended.

6. Conclusion

This study demonstrates the feasibility and practical value of  using ma-
chine learning models to predict final exam outcomes in undergraduate biology 
courses. By leveraging prior assessment data, specifically Exam 1, Midterm, and 
Exam 3 scores, predictive models achieved moderate accuracy in forecasting 
final exam performance. Among the models tested, Linear Regression offered 
strong baseline performance, while tree-based models such as Random Forest 
and XGBoost showed measurable gains after tuning.

The results underscore the importance of  mid-semester assessments as in-
dicators of  overall course success and highlight the utility of  interpretable ML 
techniques, such as SHAP, in identifying the most influential predictors at both 
the individual and global levels. These insights can empower educators to make 
timely and targeted interventions, offering a proactive alternative to traditional, 
reactive academic support systems.

By focusing specifically on biology courses, this research addresses a gap in 
educational data mining, where most prior work has concentrated on quantita-
tive STEM fields like engineering and computer science. The methodological 
framework developed here is both scalable and adaptable, with potential ap-
plications across other subject areas and institutional contexts.

Future work may expand on this foundation by incorporating behavioral 
and engagement features, extending the dataset to multiple institutions, and 
exploring longitudinal impacts of  predictive interventions on student retention 
and success. Overall, the integration of  machine learning into higher education 
presents a promising avenue for enhancing both instructional effectiveness and 
student outcomes.
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